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Lecturer at Chulalongkorn University 1dGH €l COMPUTER

Research focus: ASR, NLP, Bioinformatics, or anything interesting
Various industry collaborations

Ex-intern Google Speech team, a tensorflow fanboy
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About HomeDotTech

Part of Home Buyer’s Group

http://home.co.th

One of the most visited Real Estate Listings website in Thailand

~2,000,000 page views per month
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Real Estate

The most expensive purchase for most

people :
Urynn “WovusSaviSounadasuau

. . : 2MNUU “WSUInUY”
Little prior experience U .

Top complaints to the Office of the Consumer
Protection Board (dAv.)

home.co.th

Homedottech’s mission is to help with the
home buying process.
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Data science for Real Estate

Consumer (Real Estate) Developers
Matching Lead generation and smart marketing
Social listening Social listening

Project development
Customer segmentation
Trend prediction
Pricing
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Data science for Real Estate

(Real Estate) Developers

Consumer
Lead generation and smart marketing

Social listening Social listening
Project development
Customer segmentation

Trend prediction
Pricing
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Recommendation systems

Goal: predict user’s preference toward an item

Related to items you've viewed see more
xiome

Because you watched Sherlock »
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Information for recommendation systems

There’s many information available

Product and info
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Information for recommendation systems

There’s many information available
Product and info

User and info

User features
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Information for recommendation systems

Users
There’s many information available .
® g Time

Product and info . TR o
User and info . e
Interactions between product and user e 2.8 NP~

Rating

Time

Missing interactions
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Information in the clicks

Users
User interactions (views of the B g -
projects) can provide interesting % : 3 Time
insights Sme n
— - * Projects

User features
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Product segmentation from user interactions

Run k-means clustering on view
logs to cluster the real estates in
Thailand.
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Context information

Users
A .
There’s many information available = S
! . Time
Product and info | R o g
User and info e R . ”
Interactions between product and user e 2.8 " Projacts
Rating ‘
Time

Missing interactions

** Missing not at random **
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Autoregressive recommendation model

Modeling time information (sequence)

Recurrent Neural Networks

time
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Autoregressive model

Modeling time information (sequence)

Recurrent Neural Networks

Recurrent neural
networks
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Autoregressive model

Modeling time information (sequence)

Recurrent Neural Networks

Recurrent neural
networks
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Autoregressive model

Modeling time information (sequence)

Recurrent Neural Networks

Recurrent neural
networks

P Covington, Deep Neural Networks for YouTube A B C
Recommendations. 2016

A Beutel, Latent Cross: Making Use of Context in Recurrent
Recommender Systems, 2018



Dense Layer Prediction Task

! 1
! 1
! 1
! 1
! 1
! 1
! 1
- Fem e R R > > —_— !
! 1
! 1
! 1
! 1
! 1
1
1
1
1
1
1
1

Gated Recurrent

Project n+1

Bl Product Embedding

|
|
E EI. Dense Layers

Bl Class probabilities

| |
0000 0000 0000

Features of Features of Features of
Project 1 Project 2 Project n

v

Click sequence
Encoder

A Price: 2,900,000 3 Price: 3,900,000 /\ Price: 5,900,000
Type: Home /.\ Type: Home -~ Type: Home
s

District:  Nonthaburi = District:  Bangkok mgfllg= District:  Bangkok
Facility: [Security, Park] .— Facility:  [Fitness, Security, Park] Facility: [Fitness, Security, Park, Pool]
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Prediction Task i

............. A — ] g
Gated Recurrent . :
Unit (GRU) Project n+1 :

-~ Enibedding These embeddings should
___________________ also capture some
interesting insights.

- Product Embedding

(e

Bl Class probabilities

Dense Layers

| |
0000 0000 0000

Features of Features of Features of
Project 1 Project 2 Project n

v

Click sequence
Encoder

A Price: 2,900,000 R ; Price: 3,900,000 A Price: 5,900,000
Type: Home /.\ Type: Home -~ Type: Home

District: ~ Nonthaburi d [= District: ~ Bangkok mgfligm District: Bangkok
Facility: [Security, Park] ._ Facility:  [Fitness, Security, Park] Facility: [Fitness, Security, Park, Pool]
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Home recommender app based on user’s lifestyle and commute.
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Affordable Price

BavsImMUnuUARtUADYMS Koausnseld

Traffic data from iTIC
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Data science for Real Estate

(Real Estate) Developers

Consumer
Lead generation and smart marketing

Matehing
Social listening

Project development
Customer segmentation

Trend prediction
Pricing
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ML for product development

For real estates, no two products are the same. Development based on gut feeling.

Make some informative guess about a new product
- popularity
- the type of potential buyers
- whether to add or remove some features
- the best marketing channel

data for training

-~
AN - 4w Magical
f@ - . n = ML model
Existing product ‘ New product

Characteristics of
customers
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ML for product development

For real estates, no two products are the same. Development based on gut feeling.

Make some informative guess about a new product

- popularity
- the type of potential buyers We want to learn the
- whether to add or remove some features distribution of the user
- the best marketing channel given some input.
data for training How?
sl

?\A,a\ — .e.. — Magical _!
[ ]

et 4 n
% . n “ ML model
Existing product ‘ New product

Characteristics of
customers
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ML for product development

For real estates, no two products are the same. Development based on gut feeling.

Make some informative guess about a new product
- popularity
- the type of potential buyers
- whether to add or remove some features
- the best marketing channel GAN!

data for training

-
1R — =

Existing product n New product

Characteristics of
customers

Conditional Generative
Adversarial Networks
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Generative Adversarlal Networks (GANS)

2 el

0.1,-0.3, .. —p Generator —> mo oS ] —> Discriminator —# Real or Fake
Consider a money counterfeiter
He wants to make fake money that looks real
There’s a police that tries to differentiate fake and real money.

The counterfeiter is the adversary and is generating fake inputs. —
Generator network

The police is try to discriminate between fake and real inputs. —
Discriminator network
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Generative Adversarial Networks (GANSs)

0.1,-0.3,.. —» Generator —>»n
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Generative Adversarial Networks (GANSs)

01 -03 . —p Generator —» == %" P Discriminator —» Fake
) - y =" K3 7@ 9 A 9999998

)

Z X
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Generative Adversarial Networks (GANSs)

—> Discriminator —# Real

<

gradient

The discriminator learns to
differentiate real and fake
data

Learns by backpropagation
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Generative Adversarial Networks (GANSs)

iUV

01 -0.3. .. —p Generator —D"’iﬂ"; % Discriminator —» Fake
’ Bt E39000 &
z X

gradient

The generator learns to be better by the
gradient given by the discriminator
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Conditional GAN (CGAN)

0.1,-0.3,.. —p Generator —>—*~*‘3~’- ’%—» Discriminator —» Real or Fake
1.0 1.0

GAN can be conditioned (controlled) to generate things you want by
concatenating additional information
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Conditional GAN (CGAN)

0.1, . —p Generator —»> K g‘—» Discriminator — Real or Fake
Z AR, Y =f (X, C)
-1.0
C

GAN can be conditioned (controlled) to generate things you want by
concatenating additional information
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Conditional GAN (CGAN)

0.1, . —p Generator - k%—’ Discriminator —# Real or Fake

-1.0

GAN can be conditioned (controlled) to generate things you want by
concatenating additional information
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Example of CGAN applications

This bird has a This flower has
This bird is white  yellow belly and  overlapping pink
with some black on tarsus, grey back, pointed petals
its head and wings, wings, and brown surrounding a ring
and has a long throat, nape with  of short yellow
orange beak a black face filaments

Globally and Locally Consistent Image Completion [lizuka et al., 2017]
StackGAN: Text to Photo-realistic Image Synthesis with Stacked GANs [Zhang et al. 2017]



Overview of our system

input
Noise -
—
Project features - /\
SalBls

{ Price:3,500,000, Type:Condo, District:Bangkok,
BTS:Bangwa, Facility:[Fitness, Security, Park] }

Model

output
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ﬁ {Device:Mobile, Agent:iPhone, Refer:Google, Period:Morning}

- {Device:Desktop, Agent:Window, Refer:Direct, Period:Night}
S

!‘ =! {Device:Mobile, Agent:iPad, Refer:Facebook, Period:Evening}

Q
[
;;“% @
Google:
o

.

<&

7

&

Visualization tool for dashboard
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Embedding learned from our recommender system

Product Embedding

Project Features

Generation Model

@ Product Features
B Product Embedding

. Generated User Log

Analysis for
product insight

0.3

Night Evening Noon

Google Facebook Direct

41
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Why GAN?
vs supervised learning

e supervised learning yields one correct answer (not learning the distribution)
e cannot be used to generate examples

vs other distribution learning methods

e non-parametric
e better than other methods for multi-modal distributions
e (generate things that differ from the training data but still “realistic”
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GAN for discrete output

Unlike images, generating discrete output includes a sampling process

fake log for the discriminator

Gradient from discriminator

: [0] (Google) | l [0.5]

| Argmax/sampling |

: . Cannot backprop through the argmax | Maxpool |
[0.5,0.2,0.3] l ‘ J( ‘ J( ‘

. | softmax probabilities | |

[05 02, 03]

Page
Referrer .
Network i v

"""""""""" T"""""Gé'ﬁé'r'é'tor



CHULA 3NGINEERING | R

K|
Foundation toward Innovation ‘\\L TECH

GAN for discrete output

Unlike images, generating discrete output includes a sampling process

fake log for the discriminator

[0] (Google) !

| Argmax/sampling | !

[0.5,0.2,0.3] '

| softmax p

robabilities | |

Page

Referrer !
Network ; !

Gradient from discriminator

Cannot backprop through the argmax

Two popular methods: REINFORCE,
Gumbel-Softmax approximation
(https://arxiv.org/abs/1611.01144)



CHULA >NGINEERING

Foundation toward Innovation

YOURSELVES

¥

imgfiipicom



A_SNCINEEDING PREKHEME
N B TECH

IF YOUIDON RSTAND, DON'T
TABOUTIT

makeameme.org



CHULA 3NGINEERING kpeo|E#2M=
Foundation toward Innovation < .

Gumbel Softmax

Sampling from a softmax can be done via the Gumbel-max trick

random value generated from Gumbel dist.
z = one_hot (arg max [g; + log ;]

/ i
Final output \
Ex. [1, 0, 0] prob values from softmax
index for discrete output Ex. [0.5, 0.2, 0.3]
"i
Sample
— ,

https://arxiv.org/pdf/1611.01144 pdf
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Gumbel Softmax

Approximate the argmax term with y (continuous)

random value generated from Gumbel dist.

z = one_hot ([arg max [gz + log 7rz

prob values from softmax
mdex for discrete output

. exp((log(m;) + g;)/7) fori=1... k.
ZJ L exp((log(m;) + g5)/7) o
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Gumbel Softmax

Approximate the argmax term with y (continuous)

random value generated from Gumbel dist.

AN

\ prob values from softmax

index for discrete output

»
Z = one_hot ([arg max [gz' o log Wz]}

Temperature parameter

= exp((log(mi) + gi)/’r’f fori= 1wk
2

*_ exp((log(m;) + g;)/7)

This rescales the distribution

HOME
DOT
TECH
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Gumbel Softmax

y at small T is similar to an argmax but can be backpropagated through

B R RN

category Gumbel softmax

Regular argmax

sample

Small T large T

Temperature parameter

= kexp((log(m) T gi)/T’f fora= 1; sk
>_j—1 exp((log(m;) + g;)/7)

This rescales the distribution
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Straight-through Gumbel estimator

Forward to Backward from
the discrim. the discrim.

The generator generates both the argmax and
the Gumbel version. The discriminator uses the
argmax version as input. However, the gradient
is passed through the Gumbel version.

l@logP(,(Y)
a6



; Recqnstruction Loss ‘
(Project Embedding)

Bl Real User Features i Dise tor i

Bl Real Product Embedding i Real User | |

. Features i

@ Noise ! !

. Generated User Features E L — E

. Generated Product Embedding i Real Project | E
Straight-Through Gumbel Estimator 1 Embedding E
__________________________________________________________ b —» | Discriminator | !
' Generator : : — |
: r Straight-Through ; (D) -
: Gumbel ?stlmator : sl :
i Noise - / '- generated user features E
. Generator é —
i = © % I :
4 . A 1
! Real Project )
' Embedding | i

_________________________________________________________________



Experimental setup

~5000 projects, ~2 million log entries

Held out 50 random projects as novel projects to generate
Measure the distribution of generated logs vs real data

Average the performance over 10 runs

Noise -

Project features -

{ Price:3,500,000, Type:Condo, District:Bangkok,
BTS:Bangwa, Facility:[Fitness, Security, Park] }

input
output

ﬁ {Device:Mobile, Agent:iPhone, Refer:Google, Period:Morning}

EEEN

-—
—) Model —) ﬁ {Device:Desktop, Agent:Window, Refer:Direct, Period:Night}
/\ ! =l {Device:Mobile, Agent:iPad, Refer:Facebook, Period:Evening}
gl

a! ‘ﬁ Visualization tool for dashboard

Qv

S
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Metrics

RSM
Relative measure
Across project pairs

60.0%

40.0%

20.0%

0.0%
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Relative Similarity Measure (RSM)

50.0% 50.0% 50.0% 50.0%
\ 40.0% 40.0%
30.0% 30.0%
20.0% 20.0%
. . 10.0% 10.0%
] N
Real Generate Real Generate Real Generate
Facebook Facebook Google Google Direct Direct

mProject A mProject B
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M et rl CS Relative Similarity Measure (RSM)

60.0%
50.0% 50.0% 50.0% 50.0%
R S M 40.0% 40.0%
40.0%
’ 30.! 0% 30.0%
Relative measure 20006
. . 10 0% 10.0%
Across project pairs T
Real Generate Real Generate Real Generate
. Facebook Facebook Google Google Direct Direct
Correlatlon mProject A mProject B
Re | atlve measure Correlation Coefficient (CORR)
H H H 60.0%

Within a project " s00%

40.0%

30.0%
20.0%
20.0%
. 10.0%
=

Real Generate

mDirect ®Facebook mGoogle



Metrics

RSM
Relative measure
Across project pairs

Correlation
Relative measure
Within a project

RMSE
Absolute measure

60.0%

40.0%

20.0%

0.0%

60.0%

40.0%

20.0%

0.0%

CHULA 3NGINEERING [EEfjsere

Foundation toward Innovation

Relative Similarity Measure (RSM)

50.0% 50.0%

40.0% 40.0%
30.0%
20.0% 20.0%
. . 10.0% 10.0%
1 1

30.! 0%

Real Generate Real
Facebook Facebook Google
m Project A

Correlation Coefficient (CORR)

50.0% 50.0%

30.0%

20.0%

Real Generate

10.0%

mDirect ®Facebook mGoogle

50.0% 50.0%

Generate Real Generate
Google Direct Direct
m Project B

60.0%

40.0%

20.0%

0.0%

Root Mean Square Error (RMSE)

40.0%

30.0%

50.0% 50.0%
20.0%

I .i =

Direct Facebook Google

mReal mGenerate



Results
\" [oYe [2) RSM CORR RMSE
NN with Rec. Emb 54.7% 71.6% 28.0%
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Use the most similar project in the
training data based on recommendation
embeddings



Results

RSM
GAN with Rec. Emb 72.5% 88.9% 16.2%
NN with Rec. Emb 54.7% 71.6% 28.0%

CHULA 2NGINEERING 2
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Our model with recommender
embedding

Use the most similar project in the
training data based on recommendation
embeddings
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Results
Model RSM CORR RMSE
, o o o Our model with recommender

GAN with AutoEncoder Emb | 69.7% | 87.8% 18.1% Our model with embeddings learned
from Autoencoder

GAN with product features 67.9% 86.6% 18.2% Our model with product features
instead of embedding

No knowledge about
NN with Rec. Emb 54.7% 71.6% 28.0% relationships between

different products



Results
Model RSM CORR RMSE
GAN with Rec. Emb 72.5% 88.9% 16.2%
GAN with AutoEncoder Emb | 69.7% 87.8% 18.1%
GAN with product features 67.9% 86.6% 18.2%
VAE with Rec. Emb 65.3% 85.6% 20.3%
NN with Rec. Emb 54.7% 71.6% 28.0%

CHULA 2NGINEERING
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Our model with recommender
embedding

Instead of GAN use VAE

HOME
DOT
TECH



Real

C-WGAN-GP with REC

< HOME
Device Operation System Customer Segment C H U LA 2 N G INEERIN G TECH
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96.4%
60.0% 52.6% 60.0% 100.0%
47.4% 47.4%
80.0%
40.0% 40.0%
60.0%
27.9%
21.9% 40.0%
20.0% 20.0%
20.0%
2.8%
0.0% 0.0% 0.8% 07% 17%  01%  01%  0.1%
0.0% M— 0.0% ——— e
Desktop ~ Mobile Android  iPhone iPad  Macintosh Windows Others 12 13 14 15 17 20 28
98.3%
60.0% 55.7% 60.0% 100.0%
41.2% 50-0%
40.0% 40.0%
60.0%
21.5% 40.0%
20.0% 20.0%
20.0%
24% ooy 1.0% 0.1% 00% 12%  00% 03%  0.0%
0.0% — 0.0% .
Desktop Mobile Android  iPhone iPad Macintosh Windows  Others 12 13 14 15 17 20 28
Referring Page Day of Week Period
80.0% 71.9% 20.0% 18.6% 40.0% 36.3%
SR 16.5%
2 14.7% 14.7% 29.9%
28.2%
60.0% 15.0% TR
40.0% 10.0% 8.1% 20.0%
20.0% 18.0% 5.0% 5.6%
6.3%
3.9%
o 2 .
Direct  Facebook  Google Others Sun Mon  Tue  Wed  Thu Fri Sat 01:00-06:59 07:00-12:59 13:00-18:59 19:00-00:59
80.0% 20.0% 40.0% 36.8%

68.8% 17.2%

16.3% T
60.0% 15.0% 14.0%  13.8% 13.7% 13.1% 26.3%
11.9%
40.0% 10.0% 20.0%
21.3%
20.0% . 9.9% 5.0% 5.8%
0.0% - 0.0% 0.0%

Direct Facebook Google Others Sun Mon Tue Wed Thu Fri Sat 01:00-06:59 07:00-12:59 13:00-18:59 19:00-00:59
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Data science for Real Estate

Consumer (Real Estate) Developers
Matching Project development
Autoregressive Recommender system GAN-based distribution learning

-
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Questions?

input

— “NAKHON

NAYOK:

output

ﬂ {Device:Mobile, Agent:iPhone, Refer:Google, Period:Morning}

-

Model —) ﬁ {Device:Desktop, Agent:Window, Refer:Direct, Period:Night}

Noise

!- ‘l {Device:Mobile, Agent:iPad, Refer:Facebook, Period:Evening}
Project features

{ Price:3,500,000, Type:Condo, District:Bangkok,
BTS:Bangwa, Facility:[Fitness, Security, Park] } Q %

Prediction Task

Analysis for

Product Embedding product insight

Unit (GRU) Project n+1

Generation Model

|
H
H
H
H
H
:

: i BB Product Embedding . Night Evening  Noon
: : Product Featur

: { [ pense Layers oduct Features b o

3 [ 1 E W Class probabilities . Product Embeddlng .
0000 (0000 0000 ““ .

! Features of Featuresof ~ ~ Featuresof : Generated User LOg

! Project 1 Project 2 Project n : - : :

‘ Click sequence : Project Features DirectFacebook _ Direct



